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Abstract The automatically construction of term taxonomy can enhance our ability for
expressing the science mapping. In this paper, we introduce the definition of weighted co-
occurring word pair and corresponding improved method of word co-occurrence analysis.
An application and evaluation of this proposed method in the library and information
science is also discussed, which includes how to get the expanded effective keywords, how
to calculate the weight of keywords and their relations, and how to abstract the hierarchical
structures and other relations such as synonyms and etc. A visualization tool and a prototype
search system are designed for browsing the term taxonomy identified. Finally, we report
the experiment of evaluation and comparison. The experiment results prove that this pro-
posed method in helping users doing semantic searches and expanding their searching
results is effective and can meet the requirement of some specific domains.

Keywords Word co-occurrence analysis - Term taxonomy - Semantic search

Introduction

Along with the rapid increasing of scientific literatures, scientists have being challenged
with the ability to find and digest exactly the right parts of the literature according to
the specific requirements in some research domains. In many research areas of
knowledge expression and data sharing, science mapping has been gaining more and
more attentions from all kinds of researchers, especially when facing the big data in the
Web pages and social network. Science mapping is put forward as an important method
to handle these problems in the field of bibliometric (Van-Eck and Waltman 2010;
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Cobo et al. 2012). It is very promising to discover the hidden important knowledge and
understand it comprehensively (Lopez-Herrera et al. 2010). It can also express the
meaning and semantic relations of terms more effectively (Zhang et al. 2011). Generally
science mapping analysis can be divided into many different steps: data retrieval,
preprocessing, network extraction, normalization, mapping, analysis and visualization
(Borner et al. 2003). The method proposed here mainly focuses on three of these steps:
preprocessing, network extraction and normalization. We also present a simple visual
prototype for it.

The key in constructing science mapping is how to understand and express the
meaning of terms and their semantic relations, which is called term taxonomy in this
paper. Various methods have been explored by many researchers. However, there has
been not a fully satisfied method by now (Nickerson et al. 2013). In fact, it is chal-
lenging to build term taxonomy with the full semantic information and well-organized
structure in which the hierarchical semantic descriptions can be used for deducing
wider or narrower meaning of the current terms, or to combine the temporal sequence
analysis and visualization with which users can more easily discover the satisfied
results. The main reason lies in the complexity of the natural languages, the broad
scope and huge amount of scientific knowledge accumulated. The second challenge is
how to construct the taxonomy automatically and efficiently. The most common method
used currently is manual selection of terms with adding annotation as extra prepro-
cesses. Some studies use human experts to assign the relations of different terms.
However, it is always time consuming and more complex. Another challenge is the
problem of time lag. We cannot keep updating taxonomy all the time while the new
terms and their new relations are emerging continuously. As a feasible choice, the
domain-oriented method has been widely proposed and well developed recently. In this
way, the size of data can be in our control since it only aims at some special domains.
These existing researches also give us a start point for our further research. We want to
design an effective method for constructing the domain-oriented term taxonomy which
we think will have the wider applicability than some artificial ones or provide a solid
foundation for further necessary manual editing. The domain we choose is in library
and information science.

The paper is organized as follows. We review the related studies in the next section,
followed by the introduction to our method which include how to extract and weight
different terms, how to weight term relations, how to identify the hierarchical relation and
the highly related words. Then a pilot study on the field of library and information studies
is reported to illustrate the proposed method. Finally the paper concludes with some
preliminary evaluation results.

Related work

Machine learning and statistical methods are popular methods used to construct term
taxonomy automatically or semi-automatically from the existing data sources. Based on the
data sources, we can divide these means into two groups. The first group is to extract terms
and their relations from some existing structural language corpuses such as dictionaries,
knowledge bases (Buitelaar et al. 2009; Chen et al. 2009). This method usually has
relatively high accuracy because dictionaries are well-organized and often with higher
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quality. The computing complexity requirement is also not high. However, the biggest
limitation of this method is the availability of data sources. It is too hard indeed to get high-
quality dictionaries in some specific domains. The other limitation is the low extensibility
of the constructed taxonomy. The second group is to extract the information from the raw
texts directly. Comparing to the first group, most of existing researches in this group rely
heavily on the natural language processing (NLP) technologies. The more popular methods
include model-based methods, association-rules-based methods, concept-cluster-based
methods, and so on. Without the limitation of the predefined term sets like dictionaries, a
taxonomy built in this way has better extensibility. However, NLP methods usually involve
the higher computing complexity, and often need the intervention and supervision of
domain experts, even need experts to prepare some information corpus of term combi-
nation rules (Lim et al. 2009).

We propose here a method based on word co-occurrence analysis to automatically
construct the taxonomy from the raw texts directly. We believe it is an efficient way
keeping the balance between the effectiveness of construction and the extensibility of
taxonomy. Of course, the idea of using word co-occurrence in taxonomy construction is
not new. Soergel (1974a) describes a method on discovering concepts and their relations
based on word co-occurrence analysis, which is a typical one of earlier researches.
Fellbaum (1998) brings forward a valuable idea which can automatically extract the
concepts and their relations based on the synonyms mode. More scholars begin to realize
and reach a consensus that it is possible and feasible to construct term taxonomy with the
word co-occurrence analysis (Hadzic and Chang 2005). For example, Morita et al. (2004)
implement a DODDLE-OWL project with the specific lexicon based on word co-oc-
currence methods. Other similar works of constructing knowledge banks with word co-
occurrence analysis can be also seen in the research area of knowledge management
(Wang et al. 2006). Benz et al. (2010) describe an algorithm to obtain self-organized
taxonomy (folksonomy) from the social tagging data using tag co-occurrence analysis.

Just as co-citation analysis and co-article analysis, word co-occurrence analysis is one
of the co-occurrence analysis methods. Word co-occurrence analysis can quantitatively
measure the relations of different words based on the co-occurrence rules of these words in
the same document (Bordag 2008). Its methodological basis is the neighboring connecting
rule, the principle of knowledge structure and mapping in psychology. The common
process of word co-occurrence analysis often begins with a set of topic-related keywords
extracted from the document-related fields such as title or abstract in the document col-
lection. Then the associating degree of word pairs can be measured. Different effective
methods can also be used to differentiate the relative term frequency and term distance
(Geng and Geng 2006). These measuring algorithms often combine some statistics
methods such as Dice Index, Cosine Index, Jaccard Index and etc (Egghe and Leydesdorff
2009). But the most important and fundamental method is still TF-IDF proposed by Salton
(1983) and Jones (1972).

The basic assumption of the word co-occurrence analysis is that two or more words
relate with each other in semantic meaning if they co-occur in the same part of the
same document, or vice versa (Peat and Willett 1991). But how do we measure the
association degree between two co-occurring words? In fact, the high association be-
tween two words has many different meanings. For example, it can reflex the defini-
tional relationship, or contextual contiguity, or even two terms from a multi-word term.
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We should add some constraints to enhance the expressing ability of this method. For
example, we should use the full texts instead of sentences in order to get the synonymy
interpretation. But we should use the sentences as computation base if we want to make
sense the interpretation as a multi-word (Soergel 1974b). As for algorithms, there are so
many means we can use. In the earlier researches, Doyle (1962) compares some cor-
relation coefficients and thinks it will be more meaningful if considering which appli-
cations use it. He also points out the importance of applying words co-occurrence
analysis in constructing the association map of terms which can improve information
retrieval system. It also can be displayed in such a way that users may select all
appropriate terms rapidly and accurately (Gillum 1964). Callon et al. (1991) propose
Equivalence Index which can measure the strength of association between different
terms. The recognition of main topic can be achieved by term clustering based on the
weighting analysis of links between terms.

Some other various direct similarity measures are being used in the literature. Van Eck
and Waltman (2009) extensively analyze a number of well-known direct similarity mea-
sures and argue that the most appropriate measure for normalizing co-occurrence fre-
quencies is association strength. Since many methods have been put forward recently, we
can adopt some basic ideas from these researches for designing our new algorithm based
on words co-occurrence analysis which will be explained in this paper.

All the co-occurring words then can be connected into a network based on the co-
occurrence relation (Sheng and Li 2009). Yu and Zhou (2010) define a network of word
co-occurrence which vertexes denote word entities and edges denote the co-occurrence
relation of corresponding words. Obviously, this definition and description has wider
commonality and this conclusion can be applied into other analyses and researches such
as clustering analysis and automatic question answering system (Zhong et al. 2009; Xu
et al. 2012; Lu et al. 2012). In order to enhance effectiveness of words co-occurrence
analysis, many scholars begin to exploit it in more research areas. For example, some
scholars explore the regularity of adjacent co-occurrence between semantic relations in
the objective knowledge system but ignore the effect of part of speech to adjacent co-
occurrence intensity (Qiu et al. 2012). Zhang et al. (2011) expand word co-occurrence
analysis with authors’ affiliation co-occurrence analysis. As for the design of weight
assignment for co-occurring word, traditional methods do not distinguish the difference
of co-occurrence of same words in the different documents and often only use term
frequency as basic measure. Currently researchers begin to pay more attention to the
relative word co-occurrence, that is to say, the conditional probability of word B in a
document which has word A is not as same as conditional probability of word A in a
document which has word B. This asymmetric weight assignment can help discovering
more information in some specific applications. The popular methods of asymmetric
weight assignment include bilateral similarity measure (BSM), multilateral similarity
measure and Pearson’s correlation coefficient (Choi et al. 2010). We choose BSM since
it is mainly used for analyzing relations of two words. This measure includes Salton
index, Jaccard coefficient and etc. (Cobo et al. 2012). Directional Affinity (DAff) method
is also an effective method in which the DAf between terms A and B may be defined as
the conditional probability of observing B, given that A was observed in a co-occurrence
context. DAff may be the number of co-occurrence contexts that include both terms A
and B, over the number of co-occurrence contexts that include term A (Labrou et al.
2012). In this paper, we use a revised DAff which emphasizes the bilateral relations of
different words so that it is more suitable to meet the requirement of asymmetric weight
assignment.
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The construction of term taxonomy

We propose a two-step method to construct term taxonomy. These two steps are the extract
of concepts and the extract of their relations.

Extracting and weighting concepts

We believe the set of keyword in academic publications is a good data source from which
the effective concepts can be extracted. Just as what we have discussed above, since using
only term frequency as the measure of word importance has its limitation, we combine
term frequency with some other measures of word importance to enhance the effectiveness
of expressing meaning. This step is very essential because accurate measuring the im-
portance of words in the documents can also contribute to accurately recognize the rela-
tions of different words.

In order to use keywords as the source for concepts and further to discover the word
relations, we have to expand the number of keywords in each document firstly. In reality,
the number of keywords is usually limited to 3 or 4 in each academic article, which is not
so many enough to analyze word co-occurrence. However, some words in the title or
abstract of a document, even though not listed as the keywords of that document, may be
used as the expanded keywords in this document. Just like Martinez et al. (2014) and
Murgado-Armenteros et al. (2015), the method to add new keywords from the documents
is something necessary which is usually carried out in the preprocessing step. We can
expand the keyword list of each document by searching every keyword from the whole
keywords collection in each document and add the word to the keywords list of the
document if it also appears in the title or abstract. An occurrence of a keyword is weighted
differently based on its position.

We design a weighting method based on the idea of TFI/DF. Two components are
included in each keyword’s weight. The first one reflects the importance of a keyword
itself, the higher the keyword document frequency, the less its power in expressing the
characteristics of a document. So we assign the first part of each keyword’s weight as
Formula 1 shown:

Weight10fWordyeyyorg; = 102(N/DFkeywordi) (1)

N is the total number of documents in the collection. DF is the document frequency of
keyword,.

We use logarithmic function to decrease the excessive impact of high value.

The second part reflects the importance of a keyword in a document. Indeed, setting a
different weight to the terms in the different parts of the document is so common that
Google also use this similar approach in its PageRank algorithm. We assign the different
weight coefficients to the different fields in which the keyword appears. Then, we calculate
the second weight of keyword; in doc; as Formula 2 shown:

Weight20fWordyeyyordi doj = TEINAbStracteywordi, d0¢; X cOffabstract
+ TFInKeywordslisteyyor;; dOC; (2)

X COffkeywordlist + TFInTitlekeywordh dOCj X COfftitle
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The TFInAbstract, TFInKeywordslist and TFInTitle mean the keyword frequency in the
abstract, keyword list and title field respectively. In this study, we assign the field weight
coefficients as follows: the weight coefficient of abstract field is 1, keyword list field is 2,
and title field is 4. This assignment is based on the ad-hoc observation. The number of
TFInAbstract is more likely larger compared with other fields so that the corresponding
weight coefficient is set low. TFInKeywordslist only has two values which are 0 and 1.
When a document has this keyword in its original keyword list, TFInKeywordslist is 1,
otherwise is 0 and the corresponding keyword is an expanded keyword. The coefficient of
TFInTitle is set highest given the short length of the field.

The final weight of one keyword in a document is shown as Formula 3:

weightOfWordy ey yordi doc; = Norm(weightlOfWordygy o X Weight20fWordyeyyordi doc;)
(3)

Norm is a normalization function which divides each value with the maximum value
and sets each value within O and 1.

Weighting word relations

Word relations include hierarchical relations and other relations. More complicated rela-
tions exist between three or more words, and can have a network-like structure.

As for hierarchical relations, we need to identify the hypernyms and hyponyms of each
keyword. The basic idea in our proposed method is also based on word co-occurrence
analysis. In general, we can conclude that the more two word co-occur together, the closer
their relation is. However, only considering the frequency of word co-occurrence is not
good enough to draw conclusions of word relations. An occurrence of two words co-
occurring in the title field can indicate the closer relationship than an occurrence of two
words co- occurring far away from each other in a long document. We should assign a
measurable weight to each word pair according to this difference.

The final weight of word relation is calculated as Formula 4 shown:

weightOfRelation _ Zk WeightOfwordkeywordi,dock X WeightOfwordkeywordj,dock
keywordi keywordj — .
Y Y ! Zk welghtOfwordkeywordi,dock

(4)

Formula 4 is quite similar to Association Strength, but in this case it uses the sum of
weights instead of term frequency. The numerator denotes the sum of all the weights’
products of each word in word pairs and the denominator denotes the sum of words’
weight. This formula is based on standard DAff method which is a traditional method for
calculating the weight of co-occurring keywords. But standard DAff ignores the impor-
tance of keywords themselves and only pays attention to the co-occurrence of words at the
document level. For example, keyword A and B co-occur in one document, and both of
them appear only once in this document, keyword C and D also co-occur in only one
document, but each of them appear 10 times in the document, we cannot distinguish these
two keyword pairs using DAff because their document frequencies all equal to 1. But using
this new weighting strategy, we can get more accurate relation of keywords since we have
combined the weight of word importance into the calculation. We call this word pair as
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weighted co-occurring word pair. We can get three types of special word pairs after this
calculation. The first type includes those composed of the same word. They are no sense at
all and should be deleted from the collection of word pairs. The second type is identical
word pair. We aggregate their weights and use the summed weights to denote their final
effectiveness. The third type is reversal word pair. That is to say, there will be a word pair
of B and A if there is a word pair of A and B. Since the relation weight in Formula 4 is not
symmetrical, we can keep all the pairs now and will decide which type should be kept
finally according to the requirement of application.

Identification of hierarchical relation

Term taxonomy may include many different structures. Hierarchical structure is the most
popular and important one, which has many applications such as semantic analysis and
spreading activation in the personalization algorithm. Our method of identifying hierar-
chical relation includes two steps. In the first step, we construct the hierarchical structure
by keeping only a half of all the word pairs in which the first word’s frequency is greater
than the second word’s so that the word pairs left are ordered pairs. The basic idea lies in a
common rule that the more general a word is, the more frequently it should appear in
documents (Soergel 1974b). We then combine all the word pairs left to a hierarchical
structure according to whether the second word in one word pair is identical to the first
word in another word pair. In the second step, we try to eliminate as much unnecessary
repetition as possible. Since some different hyponyms might have one same hypernym, we
only keep its at most top n hypernyms with the highest relation weight for each word. Our
experiment sets n as 5. Of course, this parameter n can be adjusted according to the
requirement of applications.

Identification of highly related words

Highly related words are those words with the strong non-hierarchical relation such as
synonyms, antonyms, abbreviations and etc. Adding these highly related relations to the
hierarchical term taxonomy can produce a network-like structure. This network structure
allows the ability to retrieve the related concepts not only through the up-and-down
hierarchical structure, and but also through the relation links transversely. It will give us
more traversal abilities in the term taxonomy.

There have been many algorithms proposed and tested for acquiring the highly related
words and most of them are based on the form analysis and pattern similarity of words.
These methods looks like good ways, however, they actually have many problems. For
example, some synonymous words may be different greatly in their forms such as ‘DBMS’
and ‘database’, and some non-synonymous words may have similar forms such as ‘diary’
and ‘dairy’. Here the method we proposed is based on the assumption that two words
should be highly related if their co-occurrence rules with other words are identical or
similar. We believe that the sequence of weighted co-occurring word pairs of two highly
related words with other words should have the similar characteristics when ordered by the
relation weight.
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The algorithm is shown in the pseudo-code below:

BEGIN:
Input: word wordX and wordY
Output: the sequence similarity of weighted co-occurring word pairs of wordX and wordY

// get two sequences of weighted co-occurring word pairs of wordX and wordY
collectionX<—getWeightedWordCooccurrenceSequence(wordX)
collectionY <——getWeightedWordCooccurrenceSequence(wordY)

// order the co-occurring words on descending related weight in each sequence
orderByWeightDesc(collectionX)
orderByWeightDesc(collectionY)

// summarize the similarity of two sequences
// read each word in one sequence
For each wordl in collectionX {

// get all words before current word in one sequence
wordsBeforelnX<—getWordsBefore(wordl, collectionX)

// get all words before current word in another sequence for comparison
wordsBeforelnY<—getWordsBefore(wordl, collectionY)

// read each word before current word in one sequence
For each wordJ in wordsBeforelnX{
// increase similarity if current word also exists in another sequence
If existed(wordJ, wordsBeforelnY) Then
similarity <=similarity+1

// normalize similarity value within 0 and 1
normalize(similarity)
END

Experiments

We have collected 28,848 academic publications in 19 journals in the area of library and
information science from Elsevier and JASIST. These documents include articles, reviews,
and letters published in these journals. The time span is about 60 years from 1950 to 2013.
Each document has three parts: title, abstract and keyword list. The detailed information is
summarized in Table 1.

We invite 20 users to evaluate the results of experiment. All of them major in library
and information science with the rich comprehension of information retrieval.
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Table 1 Collected journals and their articles’ amount

Journal Amount of articles
Journal of the American Society for Information Science and Technology 6804
Information Processing and Management 3327
Telecommunications Policy 2616
The Journal of Academic Librarianship 2512
Information and Management 2134
Government Information Quarterly 2077
International Journal of Information Management 1864
Government Publications Review 1382
Library and Information Science Research 1073
International Library Review 1053
Journal of Government Information 1050
Journal of the American Medical Informatics Association 733
The International Information and Library Review 659
Information Storage and Retrieval 454
Government Publications Review (1973) 442
Social Science Information Studies 319
Government Publications Review. Part A 240
Government Publications Review. Part B 70
Journal of King Saud University 39
:izl;ll:s tzwi(i;i:::ords of the top 10 Keywords DF Weight10fWord
Information retrieval 196 4.9904
Internet 139 5.3327
Telecommunications 136 5.3566
e Government 124 5.4467
Information technology 108 5.5872
Information systems 105 5.6131
Knowledge management 92 5.7462
Decision support systems 84 5.8377
Regulation 78 5.9108
Evaluation 64 6.1092

Extracted concepts

We get 12,815 original keywords provided by authors in all the documents of this col-
lection. Although this number is huge, the total number of keywords with document
frequency greater than 1 is only 2782, 21.7 percent of the total. The total number of co-
occurring keywords is 24,111 before expansion operation and 347,984 after expansion
operation. The keywords with most document frequency are often related with ‘Infor-
mation’ since the information is the main topic of this research area. Table 2 lists the top

10 keywords with the highest weight.
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We also calculate the weight20fWord of all keywords. For example, we choose one
article “Image Retrieval from Scientific Publications: Text and Image Content Processing
to Separate Multi-panel Figures” published in Journal of the American Society for In-
formation Science and Technology, 2013. There are three original keywords in this paper,
which are ‘Automatic Indexing’, ‘Information Retrieval’, and ‘Image Retrieval’. After
expansion operation, we get more related keywords and their weights shown in Table 3.

We distinguish the keywords from their substring and reduce the unnecessary duplicate
counts. For example, we still assign 1 as the term frequency of ‘Image’ since the first
‘Image’ is just the substring of another keyword ‘Image Retrieval’, although ‘Image’
appears two times in the title. We can see the ability of expressing the content of a
document has been enhanced through this expansion operation and these more words
provide a good foundation for us to further explore the rules of words co-occurrence. We
also calculate the relation weight of each word pair. Table 4 shows the top 10 words
related to ‘Information Retrieval’ with the highest weights.

We use Prefuse toolkit to design a visual interface to demonstrate the relation of all
words. Users can adjust the slider in the right to display wanted results. The Nodes slider
can limit the number of nodes and Relation slider can limit the number of edges between
nodes. When we set the Node slider to its max value and adjust the Relation slider to a
suitable level, we can see the core of this data set which composes of many important
keywords and their relations. It is apparent that the core has two clusters. One cluster is
mainly about ‘Telecommunications’, ‘Competition’ and ‘Regulation’. Another cluster is

Table 3 Expanded keywords with the descended order of weights

Keywords Title Abstract Keywords list TF Weight20fWord
Image 1 2 0 6 0.2143
Publications 1 2 0 6 0.2143
Image retrieval 1 2 1 8 0.2069
Content 1 2 0 6 0.1807
Images 0 2 0 2 0.0714
Indexing 0 2 0 2 0.0547
Automatic indexing 0 0 1 2 0.0536
Semantic 0 1 0 1 0.0357
Task 0 1 0 1 0.0357
Method 0 1 0 1 0.0357
Output 0 1 0 1 0.0357
Pattern 0 1 0 1 0.0357
Automatic segmentation 0 1 0 1 0.0357
Captions 0 1 0 1 0.0357
Information retrieval 0 0 1 2 0.0347
Retrieval 0 1 0 1 0.0319
Systems 0 1 0 1 0.0301
Research 0 1 0 1 0.0301
Recall 0 1 0 1 0.0289
Precision 0 1 0 1 0.0285
Development 0 1 0 1 0.0271
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Table 4 The top 10 words re-
lated to ‘Information Retrieval’

Co-occurring keyword

Relation weight

Information 3.762E—-2
Retrieval 3.304E-2
Search 1.692E—2
Query 1.471E-2
Model 1.334E-2
User 1.263E—2
Use 1.250E—-2
Research 1.204E-2
Method 1.169E—2
Systems 1.145E-2
B — ioix]

information retrieval

decision support systems

competition
broadband o
evaluation
regul%t'ﬁon o internet
elecommunications e govemmef]hformation systems

information technology

technology acceptance modef,rmation management

knowledge management

Nodes Relation

Fig. 1 The core of keywords collection

mainly about ‘Information System’ and ‘Information Technology’. Two important key-
words, ‘Internet” and ‘E-government’ connect these two parts together (shown in Fig. 1).

Term taxonomy and its visualization

After removing the unnecessary repetition of keywords in the term taxonomy, the final
total number of words in the term taxonomy is 12,815 and the final total number of
hierarchical relation is 12,814. The node with the highest frequency is ‘Information
Retrieval’ which has 5 hyponyms such as ‘Evaluation’, ‘Database’, ‘Cross Language
Information Retrieval’, ‘Relevance Feedback’, and ‘Interactive Information Retrieval’.
Some more detailed information of other keywords in the term taxonomy can be shown in

Figs. 2 and 3.
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Fig. 2 The hyponyms of term ‘Clustering’
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survey data base administrator
chinese manufacturing industry
native americans

Fig. 3 The hyponyms of term ‘User Satisfaction’
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fair use

reference service evaluation
electronic reserves

urban planning

cognitive design

e E—

From these figures, we can see that the hierarchical relation includes many semantic
meanings. Some are the part-whole relation such as ‘Clustering’ and ‘Document Clus-
tering’, ‘Co-clustering’, etc. Some can reflect the relation of contextual contiguity such as
‘Clustering’ and ‘Indexing’, ‘Classification’ and ‘Facet Analysis’. Some are class-inclusion
or topic-inclusion relation such as ‘Indexing’ and ‘Map-Reduce’, ‘Hadoop’. All of these
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can be interpreted as the hierarchical association between words and they can help users to
refine queries in the information retrieval systems. However, we also see something not
very satisfactory in them. For example, the relation of ‘Survey’ and ‘Software’ is not
typically hierarchical. The reason mainly lies in the size and content of our dataset. The
number of some keywords is not so many enough to support getting a reasonable con-
clusion. It is obvious that the more keywords we have, the more reasonable its result
becomes. For example, the frequencies of keyword ‘Clustering’ and ‘Document Cluster-
ing’ are 22 and 14 respectively, while the frequencies of keyword ‘Survey’ and ‘Software’
are 17 and 12 respectively.

Highly related words and their results

We use the method of extracting highly related words to get more word relations. Some
relations with the highest weights are shown in Table 5.

In this experiment, our results show some interesting findings. The first one is that the
relations with the highest weight often are symmetry. That is to say, if word A and word B
have a strong relation in this highly related relation, word B is often related with word A
with same weight. All the records in Table 5 have these characteristics. The second one is
that these relations mainly include synonyms, antonyms and acronyms. All of these
findings reflect the effectiveness of this algorithm.

Table 5 The top 20 highest weights of keyword relations

Keyword1 Keyword2 Weight
Intangible assets Intellectual capital 0.8426
Cim Computer integrated manufacturing 0.7685
Decentralization Centralization 0.7500
Precision Recall 0.7222
Strategic information systems information systems planning 0.7130
Bpr Business process reengineering 0.6389
First responder Public safety 0.5926
Rfid Radio frequency identification 0.5741
Information systems planning Strategic information 0.5648
Edemocracy Eparticipation 0.5093
Accessibility Disability 0.4537
Executive information systems Executive support systems 0.4444
Public safety Public private partnership 0.4259
It infrastructure Integration 0.4167
Perceived ease of use Perceived usefulness 0.3889
Bpr Reengineering 0.3796
Graphs Web 0.3704
Crm Customer relationship management 0.3333
Graphs Web pages 0.3333
Recommender systems Collaborative filtering 0.3241
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User evaluation of experiments

It is not a trivial task to judge the similarity between a constructed concept hierarchy and
reference hierarchies, especially regarding the absence of well-established and universally
accepted evaluation measures. Two crucial questions need to be solved: first, which
suitable reference taxonomy to choose, and second which measure to use to compute the
similarity between the constructed and the reference taxonomy.

At first, we want to evaluate by comparing our constructed taxonomy and existing
taxonomies about library and information science. However, it is so hard to get a satisfied
and available one. Most of these taxonomies are just mentioned in the papers and cannot be
easy to access publicly. We have to consider other available taxonomies. Although
WordNet is a structured lexical database of the English language (Miller 1995), it is not
specialized for library and information science. Meantime, it can only be searched by a
single word and does not provide the search function of one term including many words
which are very common in our database. We choose Wikipedia as the final reference
taxonomy since it is the world’s largest collaboratively built online encyclopedia. The
related terms can be acquired from the content in Web articles and hyponyms can be
acquired from its category hierarchy. We only evaluate hyponyms not hypernyms since it
is impossible to get the full hypernyms of one term. In fact, better hypernyms can also be
got from the taxonomy if the structure of its hyponyms is better. However, there are still
some limitations of using Wikipedia because its included fields are also so wide and not
very specialized for library and information science. Some specialized term cannot be
found in the content of Web articles, especially in the category. For this reason, we adopt
two complementary methods to conduct the full evaluation. Firstly we use Wikipedia as
reference taxonomy to evaluate occurring terms. For those terms which cannot be found in
Wikipedia, we then measure their semantic relevance with their corresponding concepts in
Wikipedia based on the search results of Google and Google Scholar. The full evaluation
of entire taxonomy can be achieved in this way.

Secondly, how to select evaluation measures and judge the similarity between them is
also essential for this evaluation. More two taxonomies overlap, more similar they should
be. Dellschaft and Staab (2006) propose two measures, namely taxonomic precision and
taxonomic recall for this purpose. The basic idea is to find a concept present in both
structures and then to extract its corresponding sub-concepts and super-concepts from both
structures. If both excerpts are very similar, we can say that these structures themselves are
judged to be similar. In our experiment, we only consider the precision not recall because
we cannot know what the full related terms of one term should be, especially in Wikipedia.

For example, the calculation of precision of ‘Information Retrieval’ is shown in
Table 6.

Each term in hyponyms and highly related terms will be checked whether it occurs in
the corresponding part of Wikipedia. In this way, all the precisions can be calculated.

We collect the evaluation result of 134 terms in the taxonomy, which include 67
evaluations of hyponyms and 67 evaluations of highly related terms. The total precision is
0.3276. The precision of hyponyms is 0.2507 and the precision of highly related terms is
0.4045. The reason that the second value is higher than the first one is because the category
in Wikipedia is not very complete so that the hyponyms of many terms cannot be found
correctly.

For terms which hyponyms or highly related terms cannot be found in Wikipedia, we
cannot measure the precision of these terms directly but we can measure the semantic
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Table 6 The calculation of precision of ‘Information Retrieval’

Terms in taxonomy Precision
Hyponyms Evaluation = Relevance Information Query Clustering 0.8
feedback seeking expansion
Is occurring in 1 1 0 1 1
the
categories?
Highly related Hypermedia Object Distributed Ontology Ontologies 0.4
terms oriented information
approach retrieval
Is occurring in 0 0 0 1 1

the content?

Table 7 Average semantic relevance

Hyponyms Hyponyms Highly related Highly related terms Total

found not found terms found not found
From Google 0.2857 0.2170 0.4036 0.3653 0.3179
From Google scholar ~ 0.6143 0.4871 0.6647 0.3593 0.5314
Total 0.4500 0.3521 0.5342 0.3623 0.4246

relevance between these terms with their corresponding concepts in the taxonomy. If they
are similar semantically, it also can prove the effectiveness of entire taxonomy.
We design an indirectly measure of semantic relevance shown as Formula 5:

semanticRelevanceemmi termj
B 2 x amountOfSearchResult( ‘termi term;’) ®)
~ amountOfSearchResult(‘termi’) + amountOfSearchResult(‘term;’)

If two terms is more similar semantically, the value of semantic relevance will be
higher. The same two terms can get 1 which is the highest value. We get 120 search results
of 60 terms from Google and Google Scholar, which each returns 60 results. The detailed
information of average semantic relevance is shown in Table 7.

From Table 7, we can see the average semantic relevance of terms found in Wikipedia
is higher than terms not found which are less semantically relevant to their corresponding
concepts. However, the total average semantic relevance of them is still satisfactory. And
we can see another interesting result from Table 7 which Google Scholar gets higher value
than Google since it is more specific to research domains and related to academic articles.

Finally, we design a prototype search system of academic articles. In this system, all
search results are from Google Scholar. But users can expand their query terms more easily
so that they can get more satisfied results quickly.

Figure 4 shows an example. A user submits a query about ‘Search Engine’ and gets the
original result from Google Scholar. On the top of results, we add an expansion list of
keywords. It includes hyponyms, hypernyms and highly related terms. User can expand
current query by clicking desired terms with either OR operation or AND operation. The
main purpose of this system is not to provide a full and sophisticated function but an
evaluating environment. It remains all kinds of original expanded terms and displays them
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[ Academic Search Engine bas: x

w &
Hyponyms: search OR AND  web search engine OR AND web search engines OR ANDgoogle OR AND web searching OR AND F
Hypernyns: web search OR AND search engines OR AND web OR AND neural networks OR AND multimedia OR AND
Highly related: metadata OR AND automatic classification OR AMDsearch OR AND linear regression OR ANDsession identification OR AND

search engine or web searching ’s searching results are:
e

How are we searching the World Wide Web? A comparison of nine search engine transaction logs

BI Jansen, A Spink - Information Processing & Nanagement, 2006 - Elsevier
The Web and especially major Web search engines are essential tools in the quest to locate
online information for many people. This paper reports results from research that examines
characteristics and changes in Web searching from nine studies of five Web search ...

Vi

e al of a la —scale rtextu: eb searc ine

§ Brin, L Page - Computer networks and ISDN systems, 1998 - Elsevier
. For example, we have seen a major search engine return a page containing only “Bill Clinton

Sucks” and picture from a ... The Web is a vast collection of completely uncontrolled heterogeneous
documents. ... All of these are significant challenges to effective searching on the Reb. ...
i % S48 era :

A Spink, BI Tansen, D Wolfram, I Saracevic - Computer, 2002 - ieeexplore.ieee.org
. is not an easy task. While using data only from Excite is a limitation on our study, our ongoing

analysis of this search engine over a four-year period nevertheless provides a baseline for insights ™

Fig. 4 The interface of searching ‘Search Engine’
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relevance

feedback OR AND interactive OR AND feedback OR AND effectiveness OR ANDrelevance OR AND

information machine user

Hypernyms: evaluation OR AND performance OR AND

~retrieval OR AND =~ learning OR AND satisfaction OR AN[
Highly pseudo relevance language probabilistic vector space search
related: feedback OR AND model OR AND model OR AND model OR AND engines OR AND

query expansion ’s searching results are:

uery expansion using local and global document analysis

J Xu, WB Croft - Proceedings of the 19th annual international ACM ---, 1996 - dl.acm. org
Abstract Automatic query expansion has long been suggested as a technique for dealing
with the fundamental issue of word mismatch in information retrieval. A number of
approaches to ezpanrnion have been studied and, more recently, attention has focused ...

Query expansion using lexical-semantic relations

EM Voorhees — SIGIR’ 94, 1994 - Springer

Abstract Applications such as office automation, news filtering, help facilities in complex
systems, and the like require the ability to retrieve documents from full-text databases where
vocabulary problems can be particularly severe. Experiments performed on small ...

rnnnnnf hacad atarv avnancinn -

Fig. 5 The interface of searching ‘Query Expansion’

in a direct way. And it also does not change the search results from Google Scholar. Users
can understand how it helps improving searching with this term taxonomy.

Here is another example. Figure 5 shows what the interface looks like when submitting
‘Query Expansion’.
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related: feedback OR AND model OR AND model OR AND model OR AND engines OR AND

query expansion language model 's searching results are

Document language models, query models, and risk minimization for information retrieval

J Lafferty, C Zhai - Proceedings of the 24th annual international ACM ---, 2001 - dl.acm. org

. This is precisely the log-likelihood criterion that has been in used in all work on the language
modeling approach to date. In the remainder of this paper we will develop new query expansion
methods to estimate a model ©q, and demonstrate that this model performs significantly ..

Query expansion using term relationships in language models for information retrieval

J Bai, D Song, P Bruza, JY Nie, G Cao - Proceedings of the 14th ACM ---, 2005 - dl.acm. org

. Categories and Subject Descriptors H.3.3 [Information Systems]: Information Search and
Retrieval ? retrieval models. General Terms: Experimentation, Performance Keywords
Language model, Term relationships, Information flow, Query expansion ...

[RONKTIR] Tntradiuctinn ta infarmatinan vatrioual

Fig. 6 The interface of query reformulating

The hyponyms include ‘Relevance Feedback’, ‘Interactive’, ’Feedback’, ‘Effectiveness’
and ‘Relevance’. The hypernyms include ‘Evaluation’, ‘Information Retrieval’, ‘Perfor-
mance’, ‘Machine Learning’, ‘User Satisfaction’. The highly related terms include ‘Pseudo
Relevance Feedback’, ‘Language Model’, ‘Probabilistic Model’, ‘Vector Space Model’,
‘Search Engines’. When a user want to know more about ‘Language Model’, he/she can
click link ‘AND’ after ‘Language Model’. Then the refined search results from Google
Scholar can be got as Fig. 6.

We invite these 20 users to use the system and ask each user to search 5 terms to which
they are familiar. They are also asked to mark their satisfaction for each search term. They
can try many different expansions for one search term until they want to stop. We use a
Likert scale of 5 in which 5 is satisfied and 1 is not satisfied. We group the queries into five
groups based on their broad topic areas. They are ‘Information Retrieval’, ‘Citation
Analysis’, ‘Information Literacy’, ‘Digital Library’, and ‘Others’. The evaluation result of
five groups is shown in Table 8.

We can conclude that the average satisfaction of our users in the area of library science
is higher than in other areas such as information science. The reason lies in the journal
types of our collection. The types of journals we have chosen are mainly about library
science so that the corresponding amount of documents and keywords lead to this dif-
ference in the evaluation result. But we also see that average satisfaction in total is still
3.51 which tell us in general, our users are satisfied with the terms and their relations in the
taxonomy constructed with our proposed method.
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Table 8 The evaluation results

Topic Satisfaction Number Average Topic Satisfaction Number Average
Satisfaction Satisfaction
Information 5 6 3.1304 Digital 5 4 3.1579
Retrieval 4 3 Library 4 4
3 4 3 5
2 8 2 3
1 2 1 3
Citation 5 8 3.5652 Others 5 9 3.7600
Analysis 4 6 4 7
3 3 3 5
2 3 2 2
1 3 1 2
Information 5 5 4.3000 Total 5 32 3.5100
Literacy 4 4 4 24
3 0 3 17
2 1 2 17
1 0 1 10

Conclusions and outlook

We have presented an approach of automatically constructing term taxonomy and
demonstrated that the relations of terms based on the weighted keyword co-occurrence
analysis can be acquired effectively. In our future work, we plan to continue evaluating the
stability and expand our data collection in other areas for conducting a wider user
evaluation. As mentioned above, purely utilization of the semantic information of key-
words can cause some difficulties when the data collection in some domains is not large
enough to extract more effective relations of terms. Our future work will also involve
designing some methods that will allow us to combine more useful information such as
time sequences, and use some other approaches to enhance the ability of this algorithm.
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